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## Abstract

Rough tolerance growing self-organizing map (RT-GSOM) is an extension of growing self-organizing map (GSOM), which is a variation of popular self-organizing map (SOM). RT-GSOM is developed to address the issues of i) identifying the suitable shape and size of clusters in SOM and ii) fuzzy discretized data clustering problem in GSOM. Here, we integrate rough tolerance with GSOM to offer a fast and robust solution to the fuzzy discretization of feature space problem; thereby designing RT-GSOM. Two types of discernibility reducts are obtained using rough set theory (RST) and rough tolerance value (RTV). Discernibility reducts are used to extract domain knowledge in an unsupervised framework, are further used to determine the initial weights of the network, which are further refined using competitive learning. Superiority of the network in terms of quality of clusters, learning time and representation of data is demonstrated quantitatively through experiments over the conventional state-of-the-art algorithms.
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# Introduction

A clustering is an unsupervised method to group the elements or objects based on some similarity (Vesanto & Alhoniemi, 2000). The aim of this approach is to find a structure in a collection of unlabeled data. While the data are unlabeled, the proper visualization and summaries become very hard to obtain. Under these circumstances, clustering is an effective approach that helps in better visualization and descriptions of data. There are several clustering algorithms available, for example, k-means, hierarchical, self-organizing map (SOM), etc., which are widely used in diverse application areas, such as pattern recognition, machine learning, image processing, statistics, and business, etc.

Of them, SOM is very popular because it can reduce an N dimensional feature representation to a 2D or 1D representation with prominent visualization properties. It creates a set of prototype vectors representing the data set and carries out a topology preserving projection of the prototypes from the high dimensional input space onto a low-dimensional grid. This ordered grid can be used as a convenient visualization surface for showing different features of the SOM (and thus of the data), for example, the cluster structure [3].

However, while using SOM, the size of the map and the number of nodes are to be predetermined. The need for predetermining the structure of the network results in a significant limitation on the final mapping. It is often known only at the completion of the simulation that a different sized network would have been more appropriate for the application. Therefore, simulations have to be run for several times on different sized networks to pick the optimum network [10]. A further limitation when using SOM for algorithm clustering occurs due to the structure of the sample sets is unknown. Therefore, it not only becomes difficult to predetermine the size of the network but it is also not possible to identify when the map is organized into a proper cluster structure. The solution to this problem is to determine the shape as well as the size of the network during the training of the network: the growing self-organizing map (GSOM) [11], an extension of the SOM. In addition, SOM suffers from the problem of slow convergence and local minima; Rough-SOM (RSOM) is developed by Pal et al. (2004), which offer a fast and robust solution to the initialization and local minima problem. The working principle of RSOM is based on rough set theory (RST), which becomes an important tool for handling inconsistency and uncertainty inherent to decision. In RSOM, discernibility reducts are obtained using RST, which are further used to extract domain knowledge. Whole procedure is done in an unsupervised way as RST uses only internal knowledge of input data and never depend on previous model assumptions. This network shows superiority over traditional SOM in terms of quality of clusters, learning and representation of data. However, there is a drawback of RST, i.e., the equivalence relation of RST is constructed based on equal relation of the attribute values, which results in reduction of information at boundary region, which is the most sensitive portion in decision space (Borderline SMOTE->). To solve the above-mentioned problems in the algorithms, i.e., SOM, GSOM, and RSOM, a new clustering algorithm, namely rough tolerance GSOM (RT-GSOM) is developed in this study. Here, rough tolerance set is extracted based on the predefined threshold value that is further incorporated with GSOM. By doing so, we solve the aforesaid inherent issues of SOM, RSOM, and GSOM algorithms.

The remaining paper contains as follows: Section 2 presents preliminaries of our work. Our proposed design and methodology are shown in Section 3. Section 4 shows the experimental result. Section 5 concludes the paper.

# Preliminaries

In this section, we briefly present some preliminaries of the methods, namely Rough Set Theory [citation], Tolerance Rough Set, and Growing Self-organizing Map (GSOM) [citation].

## 2.1 Rough Set theory (RST)

Rough set theory is introduced by Pawlak in 1982 to deal with the uncertainty in data. A universe![](data:image/x-wmf;base64,183GmgAAAAAAAMAGAAIACQAAAADRWgEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt2awJm3QQAAAAtAQAACAAAADIKYAHyBQEAAAApeQgAAAAyCmABYAQBAAAALHkIAAAAMgpgAbYCAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlAd2gAELdmsCZt0EAAAALQEBAAQAAADwAQAACAAAADIKYAEOBQEAAABBeQgAAAAyCmABHAMBAAAAVXkIAAAAMgpgAUAAAQAAAFN5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaBCwrImOBdABjxGADYlAd2gAELdmsCZt0EAAAALQEAAAQAAADwAQEACAAAADIKYAGEAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAN1rAmbdAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is a pair, where ![](data:image/x-wmf;base64,183GmgAAAAAAAOAKQAIACQAAAACxVgEACQAAA4cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt23hRmFQQAAAAtAQAACAAAADIKgAHyCQEAAAB9eQoAAAAyCoABwAYFAAAALC4uLi4ACAAAADIKgAHEBAEAAAAsLggAAAAyCoAB1AIBAAAAey4cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt23hRmFQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAR8GAQAAADIuCAAAADIK4AE0BAEAAAAxLhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQHdoABC3beFGYVBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABXwkBAAAAbi4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt23hRmFQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAaYIAQAAAHguCAAAADIKgAFmBQEAAAB4LggAAAAyCoABlAMBAAAAeC4IAAAAMgqAARYAAQAAAFUuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHb2Dgr1UHxhABjxGADYlAd2gAELdt4UZhUEAAAALQEAAAQAAADwAQEACAAAADIKgAHAAQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABXeFGYVAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)represents the non-empty finite set called decision table or universe, and ![](data:image/x-wmf;base64,183GmgAAAAAAAKAKQAIACQAAAADxVgEACQAAA4YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gCgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt2EhVmSAQAAAAtAQAACAAAADIKgAGxCQEAAAB9eQkAAAAyCoABqAYEAAAALC4uLggAAAAyCoABpgQBAAAALC4IAAAAMgqAAbACAQAAAHsuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlAd2gAELdhIVZkgEAAAALQEBAAQAAADwAQAACAAAADIK4AEHBgEAAAAyLggAAAAyCuABFgQBAAAAMS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt2EhVmSAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAe0IAQAAAG0uHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlAd2gAELdhIVZkgEAAAALQEBAAQAAADwAQAACAAAADIKgAEcCAEAAABhLggAAAAyCoABNgUBAAAAYS4IAAAAMgqAAV4DAQAAAGEuCAAAADIKgAFYAAEAAABBLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2axUK2yjlYwAY8RgA2JQHdoABC3YSFWZIBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABnAEBAAAAPS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBIEhVmSAAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)denotes a non-empty finite set of attributes. An attribute *a* can be regarded as a function from the domain *U* to some value set![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt2CgxmzwQAAAAtAQAACAAAADIK4AEGAQEAAABheRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQHdoABC3YKDGbPBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABFgABAAAAVnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDPCgxmzwAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). With every subset of attributes![](data:image/x-wmf;base64,183GmgAAAAAAAEAE4AEBCQAAAACwWwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt23xdm4QQAAAAtAQAACAAAADIKYAEuAwEAAABBeQgAAAAyCmABRgABAAAAQnkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjINCslY4VwAGPEYANiUB3aAAQt23xdm4QQAAAAtAQEABAAAAPABAAAIAAAAMgpgAZYBAQAAAM15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A4d8XZuEAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), one can easily associate an equivalence relation ![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt2PA5mvwQAAAAtAQAACAAAADIK4AH0AAEAAABCeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQHdoABC3Y8Dma/BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAASXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQC/PA5mvwAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)on![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUB3aAAQt2axNmNAQAAAAtAQAACAAAADIKYAEWAAEAAABVeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABrE2Y0AAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), expressed as:
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and the equivalence class containing *x* in ![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1MgxmWwQAAAAtAQAACAAAADIK4AH0AAEAAABCeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRvdYABc3UyDGZbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAASXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBbMgxmWwAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is given by ![](data:image/x-wmf;base64,183GmgAAAAAAAOAJIAIBCQAAAADQVQEACQAAA1IBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1qAxmYAQAAAAtAQAACAAAADIKgAH2CAEAAAB9eQgAAAAyCoABDgYBAAAAfHkIAAAAMgqAAToEAQAAAHt5CAAAADIKgAFsAQEAAABdeQgAAAAyCoABHAABAAAAW3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1qAxmYAQAAAAtAQEABAAAAPABAAAJAAAAMgqAAcIGAwAAAHhCeWUIAAAAMgqAAQwFAQAAAHlCCAAAADIKgAG4AAEAAAB4QhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRvdYABc3WoDGZgBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB/wEBAAAAQkIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdRENCn3YV2MAGPEYANiUb3WAAXN1qAxmYAQAAAAtAQEABAAAAPABAAAIAAAAMgqAASYDAQAAAD1CCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AYKgMZmAAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)
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# 2.2 Tolerance rough set (TRS)

Tolerance rough set [6] is an extension of rough set by replacing equivalence relation with similarity relation. Here, the target concept is as same as in the rough set.

Given a universe![](data:image/x-wmf;base64,183GmgAAAAAAAKAJgAIBCQAAAAAwVQEACQAAA0kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gCQAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAB4DBQAAABMCQAHKAgUAAAAUAkABygIFAAAAEwImAh4DBQAAABQCWgDyCAUAAAATAkABRgkFAAAAFAJAAUYJBQAAABMCJgLyCBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRvdYABc3VGDGZNBAAAAC0BAQAIAAAAMgqgAcQHAQAAAEN5CAAAADIKoAE8BQEAAABBeQgAAAAyCqABGgMBAAAAVXkIAAAAMgqgAUAAAQAAAFN5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHW3DAqteO6UABjxGADYlG91gAFzdUYMZk0EAAAALQECAAQAAADwAQEACAAAADIKoAFiBgEAAADIeQgAAAAyCqABhAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1RgxmTQQAAAAtAQEABAAAAPABAgAIAAAAMgqgAV4EAQAAACx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ATUYMZk0AAAoAOACKAQAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=), where B is the similarity region defined on *U*, if and only if *B* satisfies the two conditions i.e. reflexivity and symmetry, given below:

1. Reflexivity, i.e. for each ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHAAIBCQAAAAAQWwEACQAAAwYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1SQdm7gQAAAAtAQAACQAAADIKYAF4BAMAAAB4QnhlCAAAADIKYAFiAgEAAABVQggAAAAyCmABTAABAAAAeEIcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1SQdm7gQAAAAtAQEABAAAAPABAAAIAAAAMgpgAaYDAQAAACxCHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHUKDQrBSA6VAMDwGADYlG91gAFzdUkHZu4EAAAALQEAAAQAAADwAQEACAAAADIKYAE2AQEAAADOQgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAO5JB2buAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)
2. Symmetry, i.e. for each ![](data:image/x-wmf;base64,183GmgAAAAAAAAAOAAIACQAAAAARUgEACQAAAygBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIADhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ADQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1NQxmlwQAAAAtAQAACQAAADIKYAF6CwMAAAB5QnhlCQAAADIKYAGMCAMAAABhbmRlCQAAADIKYAHgBQMAAAB4QnllCAAAADIKYAHKAwEAAABVQggAAAAyCmABrgEBAAAAeUIIAAAAMgpgAUwAAQAAAHhCHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlG91gAFzdTUMZpcEAAAALQEBAAQAAADwAQAACAAAADIKYAEOBQEAAAAsQggAAAAyCmAB+gABAAAALEIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdYMJCpeQepIAGPEYANiUb3WAAXN1NQxmlwQAAAAtAQAABAAAAPABAQAIAAAAMgpgAZ4CAQAAAM5CCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AlzUMZpcAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

There are three types of similarity relations on *U*, which are defined in [6]. It can be expressed by Eq. (2)

![](data:image/x-wmf;base64,183GmgAAAAAAAKAWwAQACQAAAABxTAEACQAAA4ACAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwASgFhIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9gFgAAdgQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJgAsAKBQAAABMCYAJsExwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JTndoAB63a7C2Y4BAAAAC0BAQAIAAAAMgrAAtYVAQAAACl5CAAAADIKwAIWFQEAAAAyeQgAAAAyCsACjBQBAAAAKHkIAAAAMgrzA9QNAQAAADJ5CAAAADIKzgGaEQIAAAApKQgAAAAyCs4BMhABAAAAKCkIAAAAMgrOAXoNAQAAACkpCAAAADIKzgEqDAEAAAAoKQgAAAAyCs4B1AoBAAAAKCkJAAAAMgrAArIGAwAAAGV4cGUIAAAAMgrAApwEAQAAACl4CAAAADIKwAIuAwEAAAAseAgAAAAyCsAC5AEBAAAAKHgcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU53aAAet2uwtmOAQAAAAtAQIABAAAAPABAQAIAAAAMgpHA70PAQAAADJ4CAAAADIKIgG3EgEAAAAyeBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2cwsKR7AJNAAY8RgA2JTndoAB63a7C2Y4BAAAAC0BAQAEAAAA8AECAAgAAAAyCmIDnBMBAAAA93gIAAAAMgqiApwTAQAAAPd4CAAAADIKWAScEwEAAAD4eAgAAAAyCqwBnBMBAAAA9ngIAAAAMgpiA9oIAQAAAOd4CAAAADIKogLaCAEAAADneAgAAAAyClgE2ggBAAAA6HgIAAAAMgqsAdoIAQAAAOZ4CAAAADIKzgFGDgEAAAAteAgAAAAyCsACmgkBAAAALXgIAAAAMgrAAoAFAQAAAD14HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlOd2gAHrdrsLZjgEAAAALQECAAQAAADwAQEACAAAADIKUwSgDwEAAABheAgAAAAyCiADNgEBAAAAYXgcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU53aAAet2uwtmOAQAAAAtAQEABAAAAPABAgAIAAAAMgrOAeAQAQAAAHl4CAAAADIKzgFmDwEAAABheAgAAAAyCs4BxgwBAAAAeHgIAAAAMgrOAV4LAQAAAGF4CAAAADIKwALiAwEAAAB5eAgAAAAyCsACgAIBAAAAeHgIAAAAMgrAAkYAAQAAAEJ4HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHYaDApskAk0ABjxGADYlOd2gAHrdrsLZjgEAAAALQECAAQAAADwAQEACAAAADIK8wN8DgEAAABzeAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtADi7C2Y4AAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

In Eq. (2),![](data:image/x-wmf;base64,183GmgAAAAAAAGAKAAIACQAAAABxVgEACQAAAzUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgChIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gCgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1OA1mcgQAAAAtAQAACAAAADIKYAHgCAEAAABVeQgAAAAyCmABQAYBAAAAeXkIAAAAMgpgAd4EAQAAAHh5CAAAADIKYAGqAgEAAABBeQgAAAAyCmABOgABAAAAYXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAddcLCvioclsAGPEYANiUb3WAAXN1OA1mcgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAbQHAQAAAM55CAAAADIKYAE8AQEAAADOeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRvdYABc3U4DWZyBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmAB+gYBAAAAKXkIAAAAMgpgAYwFAQAAACx5CAAAADIKYAFCBAEAAAAoeQgAAAAyCmABiAMBAAAALHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQByOA1mcgAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)and ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1kAxmPwQAAAAtAQAACAAAADIK4AFAAQEAAABheRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1NgYKBWjXagDA8BgA2JRvdYABc3WQDGY/BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA/kAxmPwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) is the variance of values in attribute *a*.

The similarity class of *x* is defined in the following way:

![](data:image/x-wmf;base64,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)

Where, ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdZwMCvwQ4ikAGPEYANiUb3WAAXN16wtmOgQAAAAtAQAACAAAADIKAAEQAAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAADrC2Y6AAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the similarity threshold and![](data:image/x-wmf;base64,183GmgAAAAAAAOAEwAECCQAAAAAzWwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1OwxmiQQAAAAtAQAACAAAADIKYAFSAwEAAABVeQgAAAAyCmABPAEBAAAAeHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdYcMCjjw4SkAwPAYANiUb3WAAXN1OwxmiQQAAAAtAQEABAAAAPABAAAIAAAAMgpgASYCAQAAAM55CAAAADIKYAEuAAEAAAAieQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAIk7DGaJAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAEAF4AEBCQAAAACwWgEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABQAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1qQxmpwQAAAAtAQAACAAAADIKYAEkBAEAAABBeQgAAAAyCmABPAEBAAAAQnkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdQkNChHw4SkAwPAYANiUb3WAAXN1qQxmpwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAYwCAQAAAM15CAAAADIKYAEuAAEAAAAieQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAKepDGanAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA).

Given an information table and a similarity threshold![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdZwMCvwQ4ikAGPEYANiUb3WAAXN16wtmOgQAAAAtAQAACAAAADIKAAEQAAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAADrC2Y6AAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) for arbitrary decision class![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1kwxm4wQAAAAtAQAACAAAADIK4AHmAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRvdYABc3WTDGbjBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDjkwxm4wAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), the tolerance lower approximation and upper approximation of ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1aAtm6QQAAAAtAQAACAAAADIK4AHmAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRvdYABc3VoC2bpBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDpaAtm6QAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)with respect to B are defined by Equation. (4)-(5).
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## 2.3Growing Self Organizing Map (GSOM)

The GSOM algorithm is developed to address some of the weaknesses faced by the traditional SOM algorithm, which include the problem of identifying the correct dimensions (height and width) of the rectangular map [7]. The GSOM algorithm typically consists of three phases: i) initialization phase, ii) growing phase, and iii) smoothing phase. The detailed explanation of each of the three phases is given as follows:

**2.3.1. Initialization phase**
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Fig 1: Growing of boundary winning node in GSOM

**2.3.2. Growing phase**

After the initialization phase, this phase starts with the minimal number of nodes considered in the previous stage. Nodes are gradually spread depending on the distribution of the data. The detailed procedure of growing phase is described below [7].

1. First, a weight vector, ![](data:image/x-wmf;base64,183GmgAAAAAAACAHQAIBCQAAAABwWwEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50SAhmPwQAAAAtAQAACAAAADIKgAFlBQEAAABXeQgAAAAyCoABjAIBAAAAd3kIAAAAMgqAARYAAQAAAFd5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlPp0gAH+dEgIZj8EAAAALQEBAAQAAADwAQAACAAAADIK4AGGAwEAAABpeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0chAKf9AulQAY8RgA2JT6dIAB/nRICGY/BAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABOQQBAAAAznkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50SAhmPwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAdIBAQAAADp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AP0gIZj8AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)closest to the input vector space, *x* is determined based on Euclidean distance. The winning vector (![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1VhBmawQAAAAtAQAACAAAADIK4AE9AQEAAABjeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRvdYABc3VWEGZrBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAd3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBrVhBmawAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)) is shown in Eq. 6.
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Where *E* is the accumulated error from each node, *t* is the ![](data:image/x-wmf;base64,183GmgAAAAAAAIADwAEDCQAAAABSXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1vAxmawQAAAAtAQAACAAAADIKYAEOAgIAAAB0aAgAAAAyCmABLgABAAAAdGgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdWcQCjNQfC8AGPEYANiUb3WAAXN1vAxmawQAAAAtAQEABAAAAPABAAAIAAAAMgpgAfoAAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Aa7wMZmsAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)input data, *D* is the dimension of the input vector space![](data:image/x-wmf;base64,183GmgAAAAAAAEACAAIBCQAAAABQXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1ShBmpgQAAAAtAQAACAAAADIKYAGEAQEAAAApeQgAAAAyCmABNAABAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1ShBmpgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdAAAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ApkoQZqYAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), and ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1tRBmmQQAAAAtAQAACAAAADIK4AE9AQEAAABjeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRvdYABc3W1EGaZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAd3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCZtRBmmQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is the wining weight vector. The error value of ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1tRBmmQQAAAAtAQAACAAAADIK4AE9AQEAAABjeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRvdYABc3W1EGaZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAd3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCZtRBmmQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)will be accumulated continuously during the training of network until it exceeds the value of growth threshold ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1ahBmFAQAAAAtAQAACAAAADIKYAHOAgEAAAApeQgAAAAyCmABNAABAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1ahBmFAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAbIAAgAAAEdUCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AFGoQZhQAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) [7]. ![](data:image/x-wmf;base64,183GmgAAAAAAAIACwAEDCQAAAABSXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1IBBmJAQAAAAtAQAACAAAADIKYAEuAAIAAABHVAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAgEGYkAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is calculated by Eq. (8).

![](data:image/x-wmf;base64,183GmgAAAAAAAKANAAIACQAAAACxUQEACQAAAzYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgDRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gDQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU53aAAet2ZApmUgQAAAAtAQAACAAAADIKYAHbDAEAAAApeQgAAAAyCmABIQwBAAAAOHkIAAAAMgpgAakLAQAAACh5CAAAADIKYAHLCgEAAAApeQkAAAAyCmABQgcDAAAAbG4oZRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JTndoAB63ZkCmZSBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB9wgCAAAAU0YIAAAAMgpgAcwEAQAAAERGCAAAADIKYAEuAAIAAABHVBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2/w4KTajvNQAY8RgA2JTndoAB63ZkCmZSBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABHAYBAAAAtFQIAAAAMgpgAeIDAQAAAC1UCAAAADIKYAGqAgEAAAA9VAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFJkCmZSAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Where ![](data:image/x-wmf;base64,183GmgAAAAAAAGACwAECCQAAAACzXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1AxBmbwQAAAAtAQAACAAAADIKYAFAAAIAAABTRgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAADEGZvAAAKADgAigEAAAAA/////9jyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the spread factor between [0,1] to determine the level of spread required by the map. A higher![](data:image/x-wmf;base64,183GmgAAAAAAAGACwAECCQAAAACzXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1XRBm8wQAAAAtAQAACAAAADIKYAFAAAIAAABTRgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABdEGbzAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)value gives a wider spread and more detailed clusters, whereas a lower ![](data:image/x-wmf;base64,183GmgAAAAAAAGACwAECCQAAAACzXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1XRBm8wQAAAAtAQAACAAAADIKYAFAAAIAAABTRgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABdEGbzAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)gives more number of concrete clusters.

1. When an accumulated error value of the boundary winning node in the network exceeds the![](data:image/x-wmf;base64,183GmgAAAAAAAIACwAEDCQAAAABSXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1IBBmJAQAAAAtAQAACAAAADIKYAEuAAIAAABHVAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAgEGYkAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), a new node is generated as shown in Fig--. Here, each boundary node can generate new node in its neighboring directions.
2. The nodes other than the boundary winning nodes, the weight adaptation between winner and its neighbors are done in a similar manner as in SOM. The training of SOM is done by the following ways:
3. First, the topology of SOM network is defined. The weight vectors, ![](data:image/x-wmf;base64,183GmgAAAAAAACAHQAIBCQAAAABwWwEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf505A9mngQAAAAtAQAACAAAADIKgAFkBQEAAABXeQgAAAAyCoABjAIBAAAAd3kIAAAAMgqAARYAAQAAAFd5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlPp0gAH+dOQPZp4EAAAALQEBAAQAAADwAQAACAAAADIK4AGFAwEAAABpeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0tg4KXqgBlwAY8RgA2JT6dIAB/nTkD2aeBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABOAQBAAAAznkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf505A9mngQAAAAtAQEABAAAAPABAAAIAAAAMgqAAdIBAQAAADp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AnuQPZp4AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) are initialized randomly.
4. Then, an input space *x* is provided to the network. Consequently, the winning output node *J* is determined, where the distance between *j* and input space is closest to *x*, i.e.,

![](data:image/x-wmf;base64,183GmgAAAAAAAKARYAIACQAAAADRTQEACQAAA3UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgERIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gEQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU53aAAet2+gtmogQAAAAtAQAACAAAADIKgAHeEAEAAAApeQgAAAAyCoABJBABAAAAOHkIAAAAMgqAAawPAQAAACh5CQAAADIKgAEUDgMAAAB8fH1lCQAAADIKgAFDCAMAAAB7fHxlCQAAADIKgAGjBQMAAABtaW5lCQAAADIKgAG8AgMAAABhcmdlHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlOd2gAHrdvoLZqIEAAAALQEBAAQAAADwAQAACAAAADIK4AFLDQEAAABqcggAAAAyCuAB8gQBAAAAanIcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU53aAAet2+gtmogQAAAAtAQAABAAAAPABAQAIAAAAMgqAASEMAQAAAHdyCAAAADIKgAH/CQEAAAB4cggAAAAyCoABTAABAAAASnIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjoKCm7AMDIAwPAYANiU53aAAet2+gtmogQAAAAtAQEABAAAAPABAAAIAAAAMgqAAfsKAQAAAC1yCAAAADIKgAGKAQEAAAA9cgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAKL6C2aiAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

1. Thereafter, the weight vectors are updated using the following equation.

![](data:image/x-wmf;base64,183GmgAAAAAAAKAbQAIACQAAAADxRwEACQAAA00CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgGxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gGwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU53aAAet2jwpmVAQAAAAtAQAACAAAADIKgAHlGgEAAAApeQgAAAAyCoABJRoBAAAAOXkIAAAAMgqAAacZAQAAACh5CAAAADIKgAFdGAIAAAApXQgAAAAyCoABWxcBAAAAKF0IAAAAMgqAAfITAQAAACldCAAAADIKgAHwEgEAAAAoXQgAAAAyCoABIhECAAAAKVsIAAAAMgqAASAQAQAAAChbCAAAADIKgAEwDQEAAAApWwgAAAAyCoABLgwBAAAAKFsIAAAAMgqAAToJAQAAAClbCAAAADIKgAE4CAEAAAAoWwgAAAAyCoABnwQBAAAAKVsIAAAAMgqAAf0DAQAAADFbCAAAADIKgAG3AQEAAAAoWxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JTndoAB63aPCmZUBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB2RcBAAAAdFsIAAAAMgqAAeQVAQAAAHdbCAAAADIKgAFuEwEAAAB0WwgAAAAyCoABPBIBAAAAeFsIAAAAMgqAAZ4QAQAAAHRbCAAAADIKgAGGDgEAAABoWwgAAAAyCoABrAwBAAAAdFsIAAAAMgqAAbYIAQAAAHRbCAAAADIKgAHBBgEAAAB3WwgAAAAyCoABNQIBAAAAdFsIAAAAMgqAAUAAAQAAAHdbHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlOd2gAHrdo8KZlQEAAAALQEAAAQAAADwAQEACAAAADIK4AHeFgEAAABpWwgAAAAyCuABQQ8CAAAAY2kIAAAAMgrgAbsHAQAAAGlpCAAAADIK4AE6AQEAAABpaRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2+gsKnOAwMgDA8BgA2JTndoAB63aPCmZUBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABvhQBAAAALWkIAAAAMgqAAeoNAQAAANdpCAAAADIKgAEGCgEAAAAraQgAAAAyCoABgwUBAAAAPWkIAAAAMgqAAQEDAQAAACtpHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHY6DArCwDAyAMDwGADYlOd2gAHrdo8KZlQEAAAALQEAAAQAAADwAQEACAAAADIKgAEOCwEAAABhaQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFSPCmZUAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Where ![](data:image/x-wmf;base64,183GmgAAAAAAAKADQAIACQAAAADxXwEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1oxBmUgQAAAAtAQAACAAAADIKgAHWAgEAAAApeQgAAAAyCoAB1AEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1oxBmUgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAVICAQAAAHR5CAAAADIKgAE6AAEAAABoeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRvdYABc3WjEGZSBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB9QACAAAAY2kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBSoxBmUgAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)is the neighborhood function defined as:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAVwAQACQAAAABxTwEACQAAA4gCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwASgFRIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9gFQAAdgQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJgApIKBQAAABMCYALkERwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JTndoAB63ZQC2Y1BAAAAC0BAQAIAAAAMgrAAuQUAQAAACl5CAAAADIKwAJkEwIAAAAxMAgAAAAyCsACBBMBAAAAKDAIAAAAMgrzA8gPAQAAACkwCAAAADIK8wPGDgEAAAAoMAgAAAAyCvMDNgwBAAAAMjAIAAAAMgrBAYQQAgAAAHx8CAAAADIKwQHMCwIAAAB8fAkAAAAyCsACpAcDAAAAZXhwZQgAAAAyCsAC9gYBAAAAKXgIAAAAMgrAAvQFAQAAACh4CAAAADIKwALWAgEAAAApeAgAAAAyCsAC1AEBAAAAKHgcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU53aAAet2UAtmNQQAAAAtAQIABAAAAPABAQAIAAAAMgpHAx8OAQAAADJ4CAAAADIKFQEvEQEAAAAyeBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2+gsKl6AwMgDA8BgA2JTndoAB63ZQC2Y1BAAAAC0BAQAEAAAA8AECAAgAAAAyCmIDFBIBAAAA93gIAAAAMgqiAhQSAQAAAPd4CAAAADIKWAQUEgEAAAD4eAgAAAAyCqwBFBIBAAAA9ngIAAAAMgpiA8wJAQAAAOd4CAAAADIKogLMCQEAAADneAgAAAAyClgEzAkBAAAA6HgIAAAAMgqsAcwJAQAAAOZ4CAAAADIKwQEjDgEAAAAteAgAAAAyCsEBrAoBAAAALXgIAAAAMgrAAroDAQAAAD14HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlOd2gAHrdlALZjUEAAAALQECAAQAAADwAQEACAAAADIK8wNEDwEAAAB0eAgAAAAyCsEBQw8BAAAAcngIAAAAMgrBAbwMAQAAAHJ4CAAAADIKwAJyBgEAAAB0eAgAAAAyCsACUgIBAAAAdHgIAAAAMgrAAjoAAQAAAGh4HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlOd2gAHrdlALZjUEAAAALQEBAAQAAADwAQIACAAAADIKIQK/DwEAAABpeAgAAAAyCiECOw0BAAAAY3gIAAAAMgogA/UAAgAAAGNpHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHY6Cgpk4DAyAMDwGADYlOd2gAHrdlALZjUEAAAALQECAAQAAADwAQEACAAAADIK8wPeDAEAAABzaQgAAAAyCsAC1AQBAAAAYWkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA1UAtmNQAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

Where![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1IxFm4AQAAAAtAQAACAAAADIKYAE+AgEAAAApeQgAAAAyCmABPAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1IxFm4AQAAAAtAQEABAAAAPABAAAIAAAAMgpgAboBAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHXlDQr9YGg0AMDwGADYlG91gAFzdSMRZuAEAAAALQEAAAQAAADwAQEACAAAADIKYAEcAAEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAOAjEWbgAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the monotonically decreasing learning rate, ![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1FxFmRQQAAAAtAQAACAAAADIKAAE6AAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAXEWZFAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)represents the position of the corresponding node, and ![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1Cw1m0wQAAAAtAQAACAAAADIKYAFEAgEAAAApeQgAAAAyCmABQgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1Cw1m0wQAAAAtAQEABAAAAPABAAAIAAAAMgpgAcABAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHWxDwoDuAtZABjxGADYlG91gAFzdQsNZtMEAAAALQEAAAQAAADwAQEACAAAADIKYAEcAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANMLDWbTAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) implies the monotonically decreasing kernel width function. Here ![](data:image/x-wmf;base64,183GmgAAAAAAAMAHQAIACQAAAACRWwEACQAAA3UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALABxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU+nSAAf500A9mIAQAAAAtAQAACAAAADIKgAH0BgEAAAApeQgAAAAyCoAB8gUBAAAAKHkIAAAAMgqAAdYCAQAAACl5CAAAADIKgAHUAQEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JT6dIAB/nTQD2YgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABcAYBAAAAdHkIAAAAMgqAAVICAQAAAHR5CAAAADIKgAE6AAEAAABoeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JT6dIAB/nTQD2YgBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB9QACAAAAY2kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdCEQCiGQ41oAwPAYANiU+nSAAf500A9mIAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAdMEAQAAAGFpHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHRwEAqhcONaAMDwGADYlPp0gAH+dNAPZiAEAAAALQEAAAQAAADwAQEACAAAADIKgAG6AwEAAAA9aQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtACDQD2YgAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)if node c belongs to the neighborhood of the winning node J, otherwise![](data:image/x-wmf;base64,183GmgAAAAAAAOAFQAIACQAAAACxWQEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU+nSAAf50igFmHQQAAAAtAQAACAAAADIKgAHsBAEAAAAweQgAAAAyCoAB1gIBAAAAKXkIAAAAMgqAAdQBAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHQoEArscONaAMDwGADYlPp0gAH+dIoBZh0EAAAALQEBAAQAAADwAQAACAAAADIKgAG6AwEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JT6dIAB/nSKAWYdBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABUgIBAAAAdHkIAAAAMgqAAToAAQAAAGh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlPp0gAH+dIoBZh0EAAAALQEBAAQAAADwAQAACAAAADIK4AH1AAIAAABjaQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAB2KAWYdAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA).

1. Repeat steps (b)-(d) until no change of neuron is observed.
2. Repeat steps (i)-(v) until all the inputs are passed through the whole network and the node growth is reduced to a minimum level.

**2.3.3. Smoothing phase**

The growing phase stops when the generation of new nodes gets saturated. After the completion of growing phase, the weight adaptation is continued at a lower rate. The main purpose of this phase is to smooth out any existing quantization error in the nodes grown the latter stages of the growing phase [7]. Since the quantization error should not fluctuate too much, the starting learning rate in this phase is less than that of the growing phase. The smoothing phase is stopped when the error values in the map become substantially small.

# 3. Proposed Rough Tolerance GSOM: An extension of GSOM

Our proposed rough tolerance-based GSOM (RT-GSOM) consists of two phases: i) setting up a rough tolerance, and ii) hybridization of rough tolerance sets in GSOM. First, domain knowledge-based discernibility reducts are obtained from the input feature space in an unsupervised way. After getting the reducts, a tolerance value is introduced in extracted rough reducts to get rough tolerance set. Finally, set, namely ‘rough lower approximation’ is used as inputs to the GSOM. Detailed description of each phase is given below.

## 3.1 Rough Tolerance Set

Rough tolerance (RT) set consists of the *rough lower approximation*. Rough lower approximation set is obtained by the positive region of the equivalence relation. The details of extracting of RT sets are given below.

Given, an information table![](data:image/x-wmf;base64,183GmgAAAAAAAKAJgAIBCQAAAAAwVQEACQAAA0kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gCQAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAB4DBQAAABMCQAHKAgUAAAAUAkABygIFAAAAEwImAh4DBQAAABQCWgDyCAUAAAATAkABRgkFAAAAFAJAAUYJBQAAABMCJgLyCBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRvdYABc3VGDGZNBAAAAC0BAQAIAAAAMgqgAcQHAQAAAEN5CAAAADIKoAE8BQEAAABBeQgAAAAyCqABGgMBAAAAVXkIAAAAMgqgAUAAAQAAAFN5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHW3DAqteO6UABjxGADYlG91gAFzdUYMZk0EAAAALQECAAQAAADwAQEACAAAADIKoAFiBgEAAADIeQgAAAAyCqABhAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1RgxmTQQAAAAtAQEABAAAAPABAgAIAAAAMgqgAV4EAQAAACx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ATUYMZk0AAAoAOACKAQAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=), *U* represents the universe, ![](data:image/x-wmf;base64,183GmgAAAAAAACAKQAIACQAAAABxVgEACQAAA4YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgChIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1uwlmJgQAAAAtAQAACAAAADIKgAFFCQEAAAB9eQkAAAAyCoABnAYDAAAALi4uZQgAAAAyCoABpgQBAAAALC4IAAAAMgqAAbACAQAAAHsuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlG91gAFzdbsJZiYEAAAALQEBAAQAAADwAQAACAAAADIK4AEHBgEAAAAyLggAAAAyCuABFgQBAAAAMS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUb3WAAXN1uwlmJgQAAAAtAQAABAAAAPABAQAIAAAAMgrgAYEIAQAAAG0uHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlG91gAFzdbsJZiYEAAAALQEBAAQAAADwAQAACAAAADIKgAGwBwEAAABhLggAAAAyCoABNgUBAAAAYS4IAAAAMgqAAV4DAQAAAGEuCAAAADIKgAFYAAEAAABBLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1nRIKVOA0YAAY8RgA2JRvdYABc3W7CWYmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABnAEBAAAAPS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAmuwlmJgAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)denotes the attributes, and ![](data:image/x-wmf;base64,183GmgAAAAAAAKAJQAIACQAAAADxVQEACQAAA4YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gCQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1/AxmZgQAAAAtAQAACAAAADIKgAHJCAEAAAB9eQkAAAAyCoABbAYDAAAALi4uZQgAAAAyCoABlAQBAAAALC4IAAAAMgqAAbwCAQAAAHsuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlG91gAFzdfwMZmYEAAAALQEBAAQAAADwAQAACAAAADIK4AHXBQEAAAAyLggAAAAyCuABBAQBAAAAMS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN1/AxmZgQAAAAtAQAABAAAAPABAQAIAAAAMgrgATMIAQAAAGsuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlG91gAFzdfwMZmYEAAAALQEBAAQAAADwAQAACAAAADIKgAF6BwEAAABjLggAAAAyCoABHgUBAAAAYy4IAAAAMgqAAWQDAQAAAGMuCAAAADIKgAEuAAEAAABDLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1KwcKglB8XQDA8BgA2JRvdYABc3X8DGZmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABqAEBAAAAPS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBm/AxmZgAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)implies the decision class in *U*. The steps of obtaining rough tolerance set are given below.

*Step 1: Rough approximation set extraction*

Second, rough approximation sets are obtained from *U* using equivalence relation![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AXOAYANiUb3WAAXN1Pg9mnAQAAAAtAQAACAAAADIK4AH0AAEAAABCeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBc4BgA2JRvdYABc3U+D2acBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAASXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCcPg9mnAAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), such that![](data:image/x-wmf;base64,183GmgAAAAAAAEAE4AEBCQAAAACwWwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUb3WAAXN16RFmZgQAAAAtAQAACAAAADIKYAEuAwEAAABBeQgAAAAyCmABRgABAAAAQnkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdbcQCpWI4TEAwPAYANiUb3WAAXN16RFmZgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAZYBAQAAAM15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AZukRZmYAAAoAOACKAQAAAAAAAAAA2PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). The sets are expressed as from Eqs. (11-13).

![](data:image/x-wmf;base64,183GmgAAAAAAAKAXQAQACQAAAADxTQEACQAAA7kCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASgFxIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9gFwAA+gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIjA0AABQAAABMCIwPhAQUAAAAUAloDLwUFAAAAEwJaAwYHHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlPp0gAH+dKUPZtoEAAAALQEBAAgAAAAyCoAC3RYBAAAAKXkIAAAAMgqAAnsVAgAAADExCAAAADIKgAIbFQEAAAAoMQgAAAAyCoACHxQBAAAAfTEIAAAAMgqAAqkPAQAAAF0xCAAAADIKgAJZDgEAAABbMQgAAAAyCoAC1Q0BAAAAfDEIAAAAMgqAAjQMAQAAAF0xCAAAADIKgAIqCgIAAAB7WxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JT6dIAB/nSlD2baBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvgDrgkBAAAAMVsIAAAAMgr4A4kEAQAAADFbHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlPp0gAH+dKUPZtoEAAAALQEBAAQAAADwAQIACAAAADIK4AKJEwEAAABrWwgAAAAyCuACPBABAAAAQlsIAAAAMgrxABEJAQAAAEtbCAAAADIK+AO+CAEAAABrWwgAAAAyCuACxwwBAAAAQlsIAAAAMgrxAOwDAQAAAEtbCAAAADIK+AOZAwEAAABrWwgAAAAyCuACCQYBAAAAY1sIAAAAMgrgAhcBAQAAAENbHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlPp0gAH+dKUPZtoEAAAALQECAAQAAADwAQEACAAAADIKgALQEgEAAABjWwgAAAAyCoAC9Q4BAAAAeFsIAAAAMgqAAoALAQAAAHhbCAAAADIKgAIvBQEAAABTWwgAAAAyCoACQAABAAAAU1scAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50pQ9m2gQAAAAtAQEABAAAAPABAgAIAAAAMgoYA3EGAQAAAGtbHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHQ1EApZAAswABjxGADYlPp0gAH+dKUPZtoEAAAALQECAAQAAADwAQEACAAAADIKgAJcEQEAAADNWwgAAAAyCoACeAcBAAAAPVsIAAAAMgqAAlMCAQAAAD1bHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHSMCwoZIAswABjxGADYlPp0gAH+dKUPZtoEAAAALQEBAAQAAADwAQIACAAAADIK+AM/CQEAAAA9WwgAAAAyCvgDGgQBAAAAPVscAAAA+wLA/QAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQAQCloACzAAGPEYANiU+nSAAf50pQ9m2gQAAAAtAQIABAAAAPABAQAIAAAAMgrZAqQIAQAAAFVbCAAAADIK2QJ/AwEAAABVWwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANqlD2baAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)
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Where![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAIBCQAAAADQXgEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIjAkAABQAAABMCIwLhARwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRvdYABc3WfC2bQBAAAAC0BAQAIAAAAMgrgARcBAQAAAEN5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlG91gAFzdZ8LZtAEAAAALQECAAQAAADwAQEACAAAADIKgAFAAAEAAABTeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANCfC2bQAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)and ![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAIBCQAAAADQXgEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///67///8AAgAALgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAEAABQAAABMCWgDhARwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRvdYABc3XWEGb4BAAAAC0BAQAIAAAAMgogAhcBAQAAAEN5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlG91gAFzddYQZvgEAAAALQECAAQAAADwAQEACAAAADIKwAFAAAEAAABTeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAPjWEGb4AAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQIAAwAAAAAA) represent the rough lower approximation set and rough upper approximation set respectively.

|  |  |
| --- | --- |
| **Algorithm 1:** Rough approximation set | |
| **Inputs:** Information table,,, and, where N represents the number of instances in , denotes the number of attributes in , and indicates the number of decision classes in . | |
| **Outputs:** A rough approximation set, and. | |
| 1 | **for** i=1; i<k; i++ |
| 2 | , , and (is a decision attribute) |
| 3 | **end for** |
| 4 | **for** i=1; i<k; i++; |
| 5 | **for** j=1; j<k; j++; |
| 6 | **if**and |
| 7 | based on |
| 8 |  |
| 9 |  |
| 10 | **elif**and |
| 11 | Repeat Step 7 and 8 |
| 12 |  |
| 13 |  |
| 14 | **end if** |
| 15 | **end for** |
| 16 |  |
| 17 |  |
| 18 | **end for** |

**3.2 Incorporation of Rough Tolerance Set in GSOM**

In this section, the rough tolerance set is incorporated with the GSOM. Here, we have used the rough tolerance dependency and lower discernibility reducts to get the crude knowledge of the clusters information of the input pattern to be fed to The GSOM. Since, the crude knowledge of the lower approximation is encoded into the GSOM network; the learning time reduces greatly with improved performance.

The steps involved in the process, are stated below:

1. From the input feature space, a rough tolerance information table ![](data:image/x-wmf;base64,183GmgAAAAAAAKANwAIACQAAAABxUQEACQAAA4EBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9gDQAAcQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJPAC0DBQAAABMCYAHQAgUAAAAUAmAB0AIFAAAAEwJxAi0DBQAAABQCTwDhDAUAAAATAmABPg0FAAAAFAJgAT4NBQAAABMCcQLhDBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3VvDWYZBAAAAC0BAQAIAAAAMgrAAbQLAQAAAEN5CAAAADIKwAEkCQEAAABBeQgAAAAyCsABUwMBAAAAU3kIAAAAMgrAASIAAQAAAFR5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEt1gAFPdW8NZhkEAAAALQECAAQAAADwAQEACAAAADIKIALfBwEAAABleQwAAAAyCiACLwQKAAAASW5mb3JtYXRpdhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB14wwKNKDyMwDA8BgA2JRLdYABT3VvDWYZBAAAAC0BAQAEAAAA8AECAAgAAAAyCsABTgoBAAAAyHkIAAAAMgrAAYoBAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEt1gAFPdW8NZhkEAAAALQECAAQAAADwAQEACAAAADIKwAFuCAEAAAAseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABlvDWYZAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)is extracted (Section 4.1).
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Discernibility reduct and rough tolerance instances under a decision class are the most sensitive to its class compared to other decision classes. Therefore, the learning process in RT-GSOM becomes more efficient compared to state-of-the-art SOM and GSOM.

# 4. Result & Discussion

In order to verify the effectiveness of the proposed algorithm RT-GSOM, we experimentally compared RT-GSOM with three state-of-the-art approaches which are SOM [2], GSOM [3] and RSOM [4] on three aspects: Siloutee index, DB index and CPU time. The details are given below:

## 4.1 Experimental Setup

The code we have used in executed in Windows 10 with Python 3.6 (anaconda) using an Intel i3 processor clocked at 3.30 GHz and 8.00 GB of memory. The libraries used are numpy, pandas, scipy, math and random. Our experiment consists with three phases: i) rough lower approximation set generation, ii) rough tolerance set generation and iii) incorporate both the two sets with GSOM. There is no threshold used for generation of rough lower approximation set. We have used a tolerance score for rough tolerance generation, which is discussed in Section 3.1. Growth threshold![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU915g1mlwQAAAAtAQAACAAAADIKYAHOAgEAAAApeQgAAAAyCmABNAABAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU915g1mlwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAbIAAgAAAEdUCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Al+YNZpcAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) is used in GSOM for growing of this network. The value of GT is depend on the spread factor![](data:image/x-wmf;base64,183GmgAAAAAAAGADAAIBCQAAAABwXwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91fwpmXAQAAAAtAQAACAAAADIKYAGYAgEAAAApeQgAAAAyCmABNAABAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91fwpmXAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAcQAAgAAAFNGCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AXH8KZlwAAAoAOACKAQAAAAAAAAAA2PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), which we have considered as ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEwAECCQAAAACTWwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU916g1megQAAAAtAQAACAAAADIKYAFkAwEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1fwoKV4jkLQDA8BgA2JRLdYABT3XqDWZ6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABZQIBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU916g1megQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUAAAgAAAFNGCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AeuoNZnoAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)in this experiment

## 4.2 Dataset used

In this experiment, we use 15 different benchmark datasets collected from the University of California Irvine (UCI) machine learning repository, which is freely available in the website (<https://archive.ics.uci.edu/ml/datasets.html>). A brief summary of the 11 datasets with number of conditional attributes, number of instances, i.e., sample size, and number of decision classes is presented in Table 1. The datasets are of continuous in nature with the varying level of sample size, and number of decision classes, which provide an adequate platform for the evaluation of our proposed algorithm.

Table 1: A summary of the used datasets

|  |  |  |  |
| --- | --- | --- | --- |
| Dataset name | # Instances | # Attributes | # Decision class |
| Balance Scale | 625 | 5 | 3 |
| Ballons | 76 | 6 | 2 |
| Breast cancer | 286 | 9 | 2 |
| Connec | 518 | 10 | 3 |
| Hay | 132 | 6 | 3 |
| Monk | 554 | 8 | 2 |
| Nursery | 585 | 10 | 3 |
| Thiroid | 334 | 9 | 3 |
| Tumar | 339 | 7 | 2 |
| Voting Records | 428 | 18 | 2 |
| Ecoli | 336 | 9 | 8 |
| Glass | 214 | 11 | 6 |
| Image | 210 | 21 | 7 |
| Iris | 150 | 6 | 3 |
| Seeds | 210 | 9 | 3 |

## 4.3 Performance metric

We have extracted informative input space from the original information table that is further fed to the GSOM network to get better clustering accuracy and computational complexity. The following performance metrics used in this study are listed below:

1. Quantization Error (QE)

The quantization error [4] measures how fast the weight vector of the winning node in the competitive layer are aligning themselves with the input space presented during training. *QE* is expressed as:
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where![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAIBCQAAAACwWgEACQAAAxYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91pxNmGQQAAAAtAQAACAAAADIKYAE4BQEAAABOeQgAAAAyCmABggABAAAAankcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91pxNmGQQAAAAtAQEABAAAAPABAAAJAAAAMgpgARIEAwAAAC4uLmUIAAAAMgpgAVIDAQAAADIuCAAAADIKYAHsAgEAAAAsLggAAAAyCmABUAIBAAAAMS4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdRMUCpbQ75QAGPEYANiUS3WAAU91pxNmGQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAVEBAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AGacTZhkAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), *N* is the number of instances in *U*, ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91FBRmBAQAAAAtAQAACAAAADIK4AH/AAIAAABrahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3UUFGYEBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAEFBRmBAAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is the ![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91uhJm2AQAAAAtAQAACAAAADIKYAFEAgIAAAB0aAgAAAAyCmABggABAAAAamgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdSoUCvuw4WkAGPEYANiUS3WAAU91uhJm2AQAAAAtAQEABAAAAPABAAAIAAAAMgpgATwBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A2LoSZtgAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)component in ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91chJmrgQAAAAtAQAACAAAADIKYAFKAgIAAAB0aAgAAAAyCmABOgABAAAAa2gcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdf8SCj7w4WkAGPEYANiUS3WAAU91chJmrgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUIBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ArnISZq4AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)decision class, ![](data:image/x-wmf;base64,183GmgAAAAAAAKABoAEDCQAAAAASXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91ow5mUAQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAACjDmZQAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the total number of patterns and ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91uhJmAQQAAAAtAQAACAAAADIK4AFkAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3W6EmYBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAd3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQABuhJmAQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is the winning node with respect to ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91FBRmBAQAAAAtAQAACAAAADIK4AH/AAIAAABrahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3UUFGYEBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAEFBRmBAAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Hence, higher the![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91nhNmBgQAAAAtAQAACAAAADIK4AFIAQEAAABFeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3WeE2YGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAGnhNmBgAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), more is the difference between winning node and input vector node in the competitive layer.

1. Silhouette Index (SI)

The silhouette index ![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU914RNmgAQAAAAtAQAACAAAADIKYAEyAgEAAAApeQgAAAAyCmABNAABAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU914RNmgAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAcQAAgAAAFNJCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AgOETZoAAAAoAOACKAQAAAAAAAAAA2PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)[8] is a measure of how similar an instance is to its own class compared to other classes. ![](data:image/x-wmf;base64,183GmgAAAAAAAOABwAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AXOAYANiUS3WAAU91ShRmRQQAAAAtAQAACAAAADIKYAFAAAIAAABTSQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABKFGZFAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)Is expressed as:

![](data:image/x-wmf;base64,183GmgAAAAAAACALQAQBCQAAAABwUQEACQAAA/MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQgCxIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gCgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAi4DBQAAABMCIAKOBBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3X8DmZtBAAAAC0BAQAIAAAAMgqAAl4KAQAAACl5CAAAADIKgALkCAIAAAAyNQgAAAAyCoACWggBAAAAKDUIAAAAMgqQAX4DAQAAADE1HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEt1gAFPdfwOZm0EAAAALQECAAQAAADwAQEACAAAADIK7wPYBQEAAAAxNRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1qBIKS/A2aQDA8BgA2JRLdYABT3X8DmZtBAAAAC0BAQAEAAAA8AECAAgAAAAyCtkCxAQBAAAA5TUcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdeITCr3QNmkAwPAYANiUS3WAAU91/A5mbQQAAAAtAQIABAAAAPABAQAIAAAAMgrvA2wFAQAAAD01HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHWoEgpM8DZpAMDwGADYlEt1gAFPdfwOZm0EAAAALQEBAAQAAADwAQIACAAAADIKgAL/AQEAAAA9NRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3X8DmZtBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvoAPgUBAAAASzUIAAAAMgrvA+4EAQAAAGs1CAAAADIK4AJnBwEAAABrNRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3X8DmZtBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACjwYBAAAAUzUIAAAAMgqrA1QDAQAAAEs1CAAAADIKgAJAAAIAAABTSQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG38DmZtAAAKADgAigEAAAAAAgAAANjyGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)

Where![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91NBRmagQAAAAtAQAACAAAADIK4AEYAQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3U0FGZqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAU3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBqNBRmagAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is the silhouette index of ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91YxRmLwQAAAAtAQAACAAAADIKYAFKAgIAAAB0aAgAAAAyCmABOgABAAAAa2gcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdcAICjKg4ZIAGPEYANiUS3WAAU91YxRmLwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUIBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AL2MUZi8AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)cluster, expressed as: ![](data:image/x-wmf;base64,183GmgAAAAAAAMAIgAQACQAAAABRUgEACQAAAx8CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATACBIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+ACAAAKAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAkADBQAAABMCQALVBBwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1tQ0KI1B8kAAY8RgA2JRLdYABT3VPFGbiBAAAAC0BAQAIAAAAMgr5AgsFAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHWTEwoXAOKSABjxGADYlEt1gAFPdU8UZuIEAAAALQECAAQAAADwAQEACAAAADIKDwSXBQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1tQ0KJFB8kAAY8RgA2JRLdYABT3VPFGbiBAAAAC0BAQAEAAAA8AECAAgAAAAyCqACEQIBAAAAPXkcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91TxRm4gQAAAAtAQIABAAAAPABAQAIAAAAMgo7AdsFAQAAAGt5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEt1gAFPdU8UZuIEAAAALQEBAAQAAADwAQIACAAAADIKAwFrBQEAAABueQgAAAAyCg8ESgUBAAAAaXkIAAAAMgr0Ac8HAQAAAGt5CAAAADIKAAOnBwEAAABpeQgAAAAyCisEHwQBAAAAa3kIAAAAMgoAAxgBAQAAAGt5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEt1gAFPdU8UZuIEAAAALQECAAQAAADwAQEACAAAADIKoALWBgEAAABTeQgAAAAyCssDWgMBAAAAbnkIAAAAMgqgAkAAAQAAAFN5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEt1gAFPdU8UZuIEAAAALQEBAAQAAADwAQIACAAAADIKDwQDBgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3VPFGbiBAAAAC0BAgAEAAAA8AEBAAgAAAAyCrABqgMBAAAAMXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDiTxRm4gAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)here,![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91kxNmogQAAAAtAQAACAAAADIK9AA5AQEAAABreQgAAAAyCgACEQEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91kxNmogQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUAAAQAAAFN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AopMTZqIAAAoAOACKAQAAAAAAAAAA2PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)is the silhouette width of the ![](data:image/x-wmf;base64,183GmgAAAAAAAGADwAECCQAAAACzXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91eBRm1wQAAAAtAQAACAAAADIKYAHqAQIAAAB0aAgAAAAyCmABLgABAAAAaWgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdRoUCpog4pIAGPEYANiUS3WAAU91eBRm1wQAAAAtAQEABAAAAPABAAAIAAAAMgpgAeIAAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A13gUZtcAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)vector in the ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91LgZm1gQAAAAtAQAACAAAADIKYAFKAgIAAAB0aAgAAAAyCmABOgABAAAAa2gcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdU0UChPA4ZIAGPEYANiUS3WAAU91LgZm1gQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUIBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A1i4GZtYAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)cluster, expressed as: ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJgAQACQAAAAARUwEACQAAAwACAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgASACRIAAAAmBg8AGgD/////AAAQAAAAwP///67///9ACQAALgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKZ/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAdXwKCmqweZAAqO8YANiUS3WAAU91ZBRmDQQAAAAtAQAACAAAADIKywO+BAEAAAB7eRwAAAD7Apn94wAAAAAAkAEAAAACBAIAEFN5bWJvbAB1eBQK4ZB6kACo7xgA2JRLdYABT3VkFGYNBAAAAC0BAQAEAAAA8AEAAAgAAAAyCssDpwgBAAAAfXkIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAg4CBQAAABMCQAIoCRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3VkFGYNBAAAAC0BAgAEAAAA8AEBAAgAAAAyCiADDQgBAAAAa3kIAAAAMgosBPAHAQAAAGl5CAAAADIKIAMDBgEAAABreQgAAAAyCiwE2gUBAAAAaXkIAAAAMgr9ACEHAQAAAGt5CAAAADIKCQIEBwEAAABpeQgAAAAyCv0ASAQBAAAAa3kIAAAAMgoJAh8EAQAAAGl5CAAAADIK9AE5AQEAAABreQgAAAAyCgADEQEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91ZBRmDQQAAAAtAQEABAAAAPABAgAIAAAAMgrMAywHAQAAAGF5CAAAADIKzAMoBQEAAABieQgAAAAyCqkBQAYBAAAAYXkIAAAAMgqpAW0DAQAAAGJ5CAAAADIKoAJAAAEAAABTeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3VkFGYNBAAAAC0BAgAEAAAA8AEBAAgAAAAyCswDpQYBAAAALHkJAAAAMgrMAygCAwAAAG1heGUcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdXwKCnCQepAAGPEYANiUS3WAAU91ZBRmDQQAAAAtAQEABAAAAPABAgAIAAAAMgqpASwFAQAAAC1hCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ADWQUZg0AAAoAOACKAQAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=). ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91fxRmGgQAAAAtAQAACAAAADIK9AAbAQEAAABreQgAAAAyCgAC/gABAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91fxRmGgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAToAAQAAAGF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AGn8UZhoAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)is the average distance between ![](data:image/x-wmf;base64,183GmgAAAAAAAGADwAECCQAAAACzXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91LhRmCQQAAAAtAQAACAAAADIKYAHqAQIAAAB0aAgAAAAyCmABLgABAAAAaWgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdYUPCqmA4ZIAGPEYANiUS3WAAU91LhRmCQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAeIAAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ACS4UZgkAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)vector in ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91LgZm1gQAAAAtAQAACAAAADIKYAFKAgIAAAB0aAgAAAAyCmABOgABAAAAa2gcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdU0UChPA4ZIAGPEYANiUS3WAAU91LgZm1gQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUIBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A1i4GZtYAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)cluster with the other vectors in the same cluster, and ![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91shJmdgQAAAAtAQAACAAAADIK9AAJAQEAAABreQgAAAAyCgAC4AABAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91shJmdgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAS4AAQAAAGJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AdrISZnYAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)is the minimum average distance between ![](data:image/x-wmf;base64,183GmgAAAAAAAGADwAECCQAAAACzXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91LhRmCQQAAAAtAQAACAAAADIKYAHqAQIAAAB0aAgAAAAyCmABLgABAAAAaWgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdYUPCqmA4ZIAGPEYANiUS3WAAU91LhRmCQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAeIAAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ACS4UZgkAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)vector in the ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91LgZm1gQAAAAtAQAACAAAADIKYAFKAgIAAAB0aAgAAAAyCmABOgABAAAAa2gcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdU0UChPA4ZIAGPEYANiUS3WAAU91LgZm1gQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUIBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A1i4GZtYAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) cluster with all the vectors clustered in other than the ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91LgZm1gQAAAAtAQAACAAAADIKYAFKAgIAAAB0aAgAAAAyCmABOgABAAAAa2gcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdU0UChPA4ZIAGPEYANiUS3WAAU91LgZm1gQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUIBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A1i4GZtYAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)cluster.

1. Davies-Bouldin (*DB*) Index

The *DB* index [8] is the measure of how good the clustering scheme is. DB index is expressed as:

![](data:image/x-wmf;base64,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)

where*K* is the total number of cluster in the input feature space, ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91fhRmfQQAAAAtAQAACAAAADIK4AHgAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3V+FGZ9BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB9fhRmfQAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is the ![](data:image/x-wmf;base64,183GmgAAAAAAAGADwAECCQAAAACzXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91jQ1mCwQAAAAtAQAACAAAADIKYAHqAQIAAAB0aAgAAAAyCmABLgABAAAAaWgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdZAOCpto8TUAGPEYANiUS3WAAU91jQ1mCwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAeIAAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AC40NZgsAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) cluster, ![](data:image/x-wmf;base64,183GmgAAAAAAAKADQAIACQAAAADxXwEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91pw1mnAQAAAAtAQAACAAAADIKgAHXAgEAAAApeQgAAAAyCoABMAEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91pw1mnAQAAAAtAQEABAAAAPABAAAIAAAAMgrgAWACAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEt1gAFPdacNZpwEAAAALQEAAAQAAADwAQEACAAAADIKgAG0AQEAAABjeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1OxIKEhjhWAAY8RgA2JRLdYABT3WnDWacBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAARHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCcpw1mnAAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is the intra-cluster distance in ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91GhNm1wQAAAAtAQAACAAAADIK4AHgAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3UaE2bXBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDXGhNm1wAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), expressed as: ![](data:image/x-wmf;base64,183GmgAAAAAAAIARgAcBCQAAAAAQSAEACQAAA/ACAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAeAERIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9AEQAANAcAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKgA1UGBQAAABMCoAM3DRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3UICmbcBAAAAC0BAQAIAAAAMgoGB5gQAQAAAEt5CAAAADIKBgcLDgEAAABpeQgAAAAyCosF5AkBAAAAaXkIAAAAMgoyA2IHAQAAAGN5CAAAADIKMgN8BgEAAAB4eQgAAAAyCiMCLgwBAAAAaXkIAAAAMgoXAeIKAQAAAFN5CAAAADIKYARgAgEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3UICmbcBAAAAC0BAgAEAAAA8AEBAAgAAAAyCisFOAkBAAAAY3kIAAAAMgrDAYILAQAAAGN5CAAAADIKwwG8CQEAAAB4eQgAAAAyCsMBNggBAAAAZHkIAAAAMgoABLQBAQAAAGN5HAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEt1gAFPdQgKZtwEAAAALQEBAAQAAADwAQIACAAAADIKagPCBwEAAABpeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3UICmbcBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgYH5A8DAAAALi4uZQgAAAAyCgYHdA8BAAAAMi4IAAAAMgoGBywPAQAAACwuCAAAADIKBgfEDgEAAAAxLhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3UICmbcBAAAAC0BAQAEAAAA8AECAAgAAAAyCisFlAoBAAAAfC4IAAAAMgorBasIAQAAAHwuCAAAADIKwwGlDAEAAAApLggAAAAyCsMBagoBAAAALC4IAAAAMgrDASAJAQAAACguCAAAADIKAATVBAEAAAAyLggAAAAyCgAE1wIBAAAAKS4IAAAAMgoABDABAQAAACguHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHWMEArpOOFYAMDwGADYlEt1gAFPdQgKZtwEAAAALQECAAQAAADwAQEACAAAADIKBgdYDgEAAAA9LggAAAAyCjID0wYBAAAAzi4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdWwRCmWY4VgAwPAYANiUS3WAAU91CApm3AQAAAAtAQEABAAAAPABAgAIAAAAMgqEBWcNAQAAAPcuCAAAADIKFARnDQEAAAD3LggAAAAyCqQCZw0BAAAA9y4IAAAAMgrWBmcNAQAAAPguCAAAADIKrgFnDQEAAAD2LggAAAAyCoQFjwUBAAAA5y4IAAAAMgoUBI8FAQAAAOcuCAAAADIKpAKPBQEAAADnLggAAAAyCtYGjwUBAAAA6C4IAAAAMgquAY8FAQAAAOYuCAAAADIKAASsAwEAAAA9LggAAAAyCgAEOgABAAAARC4cAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdYwQCuo44VgAwPAYANiUS3WAAU91CApm3AQAAAAtAQIABAAAAPABAQAIAAAAMgocAnEGAQAAAOUuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A3AgKZtwAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)here, ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAA6v///7f///8KAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91BQ9mjQQAAAAtAQAACAAAADIKAAKMAQEAAABpeQgAAAAyCvQAQAABAAAAU3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91BQ9mjQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAeAAAQAAAGN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AjQUPZo0AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)is the centroid diameter in the ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91xBJmdgQAAAAtAQAACAAAADIK4AHgAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3XEEmZ2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB2xBJmdgAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), expressed as: ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJgAQACQAAAADRUwEACQAAAwMCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgARACRIAAAAmBg8AGgD/////AAAQAAAA6v///7b///8qCQAANgQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAoMDBQAAABMCAAI9BhwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1CQ4K69ABXAAY8RgA2JRLdYABT3U/D2ahBAAAAC0BAQAIAAAAMgq5AngGAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHWaEQqMMAJcABjxGADYlEt1gAFPdT8PZqEEAAAALQECAAQAAADwAQEACAAAADIKzwPaBgEAAADOeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1CQ4K7NABXAAY8RgA2JRLdYABT3U/D2ahBAAAAC0BAQAEAAAA8AECAAgAAAAyCmACVAIBAAAAPXkcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91Pw9moQQAAAAtAQIABAAAAPABAQAIAAAAMgoHBMkHAQAAAGl5CAAAADIKIwQ5BQEAAABpeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3U/D2ahBAAAAC0BAQAEAAAA8AECAAgAAAAyCs8DaQcBAAAAY3kIAAAAMgrPA4MGAQAAAHh5CAAAADIK6wPZBAEAAABjeQgAAAAyCsACjAEBAAAAaXkIAAAAMgq0AUAAAQAAAFN5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEt1gAFPdT8PZqEEAAAALQECAAQAAADwAQEACAAAADIKYAJPCAEAAAB4eQgAAAAyCosDGAQBAAAAbnkIAAAAMgpgAuAAAQAAAGN5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEt1gAFPdT8PZqEEAAAALQEBAAQAAADwAQIACAAAADIKiwPtBQEAAAB8eQgAAAAyCosDhQMBAAAAfHkIAAAAMgpwAYAEAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AoT8PZqEAAAoAOACKAQAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=),![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU914wZm5AQAAAAtAQAACAAAADIKGAJbAQEAAABpeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3XjBmbkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB+wABAAAAY3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU914wZm5AQAAAAtAQAABAAAAPABAQAIAAAAMgqAAToAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A5OMGZuQAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)is the number of instances in ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91xBJmdgQAAAAtAQAACAAAADIK4AHgAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3XEEmZ2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB2xBJmdgAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), and![](data:image/x-wmf;base64,183GmgAAAAAAAGAFYAIBCQAAAAAQWQEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91hRBmPAQAAAAtAQAACAAAADIKgAGXBAEAAAApeQgAAAAyCoABvwIBAAAALHkIAAAAMgqAAR4BAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEt1gAFPdYUQZjwEAAAALQEBAAQAAADwAQAACAAAADIK4AEcBAEAAABqeQgAAAAyCuABTgIBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91hRBmPAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUADAQAAAGN5CAAAADIKgAGiAQEAAABjeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1/hEKnCgZkQDA8BgA2JRLdYABT3WFEGY8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABIgABAAAAZHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA8hRBmPAAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is the inter-cluster distance, expressed as: ![](data:image/x-wmf;base64,183GmgAAAAAAAAANgAIBCQAAAACQUQEACQAAA70BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIADRIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ADAAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91bBFmygQAAAAtAQAACAAAADIKoAFBDAEAAAApeQgAAAAyCqAB0gkBAAAALHkIAAAAMgqgAX8HAQAAACh5CAAAADIKoAGXBAEAAAApeQgAAAAyCqABvwIBAAAALHkIAAAAMgqgAR4BAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEt1gAFPdWwRZsoEAAAALQEBAAQAAADwAQAACAAAADIKAALGCwEAAABqeQgAAAAyCvQASgoBAAAAU3kIAAAAMgoAAmEJAQAAAGl5CAAAADIK9AAbCAEAAABTeQgAAAAyCgACHAQBAAAAankIAAAAMgoAAk4CAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEt1gAFPdWwRZsoEAAAALQEAAAQAAADwAQEACAAAADIKoAHqCgEAAABjeQgAAAAyCqABtQgBAAAAY3kIAAAAMgqgAZUGAQAAAGR5CAAAADIKoAFAAwEAAABjeQgAAAAyCqABogEBAAAAY3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAddQRCqFQfFkAwPAYANiUS3WAAU91bBFmygQAAAAtAQEABAAAAPABAAAIAAAAMgqgAWwFAQAAAD15HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHWCDAq7sHlZAMDwGADYlEt1gAFPdWwRZsoEAAAALQEAAAQAAADwAQEACAAAADIKoAEiAAEAAABkeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAMpsEWbKAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), here, *d* is the centroid linkage inter-cluster distance i.e. Euclidean distance between ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAA6v///7f///8KAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91BQ9mjQQAAAAtAQAACAAAADIKAAKMAQEAAABpeQgAAAAyCvQAQAABAAAAU3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91BQ9mjQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAeAAAQAAAGN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AjQUPZo0AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)and ![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAIBCQAAAADQXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAA6v///7f///8qAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91NxFmhQQAAAAtAQAACAAAADIKAAK8AQEAAABqeQgAAAAyCvQAQAABAAAAU3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91NxFmhQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAeAAAQAAAGN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AhTcRZoUAAAoAOACKAQAAAAAAAAAA2PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

1. CPU Time

CPU time is the required time to execute the proposed algorithm. This is the measure of how fast our proposed algorithm compare to the state-of-the-art algorithms.

## 4.4 Overall performance

Overall performance of our proposed algorithm with respect to performance metric is evaluated here:

**4.4.1 Results of clustering**

The RT-GSOM is compared with three existing state-of-the-art clustering algorithm like SOM [2], GSOM [3] and RSOM [4].The performance of all the clustering algorithms is evaluated with three different cluster validation measures, ![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91nhNmBgQAAAAtAQAACAAAADIK4AFIAQEAAABFeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3WeE2YGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAGnhNmBgAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)measure [4], Silhouette index (*SI*) [8],and *DB* index [8]. For a cluster, the lower values of ![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91nhNmBgQAAAAtAQAACAAAADIK4AFIAQEAAABFeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3WeE2YGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAGnhNmBgAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)measure and *DB* index and higher value of Silhouette index signifies that the cluster is better [9]. These measures are considered in this study as these are widely studied and evaluated the compactness of output clusters in terms of low intra-cluster distance, low distance between winning node and input space and higher inter-cluster distances. Further ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJIAIBCQAAAACwVQEACQAAAw4BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ACQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91fwpmNwQAAAAtAQAACAAAADIKgAFHBwIAAABEQgkAAAAyCoABgAQDAAAAYW5kZQgAAAAyCoABwQICAAAAU0kIAAAAMgqAAS4AAQAAAFFJHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEt1gAFPdX8KZjcEAAAALQEBAAQAAADwAQAACAAAADIK4AFIAQEAAABFSRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3V/CmY3BAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABCgIBAAAALEkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA3fwpmNwAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)are calculated based on Euclidean distance between instances of either inter-cluster or intra-cluster in the overall input feature space.

Before we explain the results of clustering, some key information about GSOM is mentioned here. We have started GSOM network topology with 4 nodes on the competitive layer. With the input feature instances GSOM gradually grown. The initial connection weights between nodes in the input feature space and the competitive layer are initialized by random number chosen within 0 to 0.5. The number of random samples is chosen for getting boundary set is 10. Tolerance value depends on the number of instances in *U* and the nearness relation between instances in *U*.

1. Selection of Parameters of RT-GSOM, GSOM, RSOM and SOM

Three parameters, initial learning rate![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU915g9mMQQAAAAtAQAACAAAADIK4AEvAQEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1VxIKwWjxZgAY8RgA2JRLdYABT3XmD2YxBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAx5g9mMQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), iteration *t*, and initial radius ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91QRFmOQQAAAAtAQAACAAAADIK4AE2AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1yRMK/ZB6ZAAY8RgA2JRLdYABT3VBEWY5BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA5QRFmOQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)are used in RT-GSOM, GSOM, RSOM and SOM. ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91QRFmOQQAAAAtAQAACAAAADIK4AE2AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1yRMK/ZB6ZAAY8RgA2JRLdYABT3VBEWY5BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA5QRFmOQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)[Citation] is chosen as the maximum number of neuron in either row or column in the competitive layer in RSOM and SOM. We set ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91QRFmOQQAAAAtAQAACAAAADIK4AE2AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1yRMK/ZB6ZAAY8RgA2JRLdYABT3VBEWY5BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA5QRFmOQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is set to 1 number of neuron in either row or column in the competitive layer for RT-GSOM and GSOM. For all RT-GSOM, GSOM, RSOM and SOM, the value of ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU915g9mMQQAAAAtAQAACAAAADIK4AEvAQEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1VxIKwWjxZgAY8RgA2JRLdYABT3XmD2YxBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAx5g9mMQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is varied between [0, 1] in steps of 0.05 for a particular number of iterations (*t*). Then, we repeat the same process for the iterations 50 to 200. Considering the initial number of clusters ![](data:image/x-wmf;base64,183GmgAAAAAAAGADwAECCQAAAACzXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91xwZmKgQAAAAtAQAACAAAADIKYAFiAgEAAAAyeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1dhEKMMhDagAY8RgA2JRLdYABT3XHBmYqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABOQEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91xwZmKgQAAAAtAQAABAAAAPABAQAIAAAAMgpgATQAAQAAAGN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AKscGZioAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) and ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU91mg1mVQQAAAAtAQAACAAAADIKgAFRAwEAAAAyeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRLdYABT3WaDWZVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABNgEBAAAAMHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdTURCkGoAFkAGPEYANiUS3WAAU91mg1mVQQAAAAtAQAABAAAAPABAQAIAAAAMgqAASgCAQAAAD15HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHVVEgoYyABZABjxGADYlEt1gAFPdZoNZlUEAAAALQEBAAQAAADwAQAACAAAADIKgAEcAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFWaDWZVAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)for RSOM and SOM, and ![](data:image/x-wmf;base64,183GmgAAAAAAAKAHQAIBCQAAAADwWwEACQAAA2UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUS3WAAU91txJmZwQAAAAtAQAACAAAADIKgAG6BgEAAAAxeQgAAAAyCoABHAMBAAAALHkIAAAAMgqAAWICAQAAADJ5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEt1gAFPdbcSZmcEAAAALQEBAAQAAADwAQAACAAAADIK4AHJBAEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1ShEKKjB8VgDA8BgA2JRLdYABT3W3EmZnBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABuwUBAAAAPXkIAAAAMgqAATkBAQAAAD15HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHWIEQqQUHxWAMDwGADYlEt1gAFPdbcSZmcEAAAALQEBAAQAAADwAQAACAAAADIKgAGvAwEAAABzeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRLdYABT3W3EmZnBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABNAABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBntxJmZwAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) for RT-GSOM and GSOM. We proceed as follows for selecting ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU915g9mMQQAAAAtAQAACAAAADIK4AEvAQEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1VxIKwWjxZgAY8RgA2JRLdYABT3XmD2YxBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAx5g9mMQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) for different values of *t*. In this study, we got best value of ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFQAIACQAAAADRWQEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50pQ9mswQAAAAtAQAACAAAADIKgAGOBAEAAAA1eQgAAAAyCoABLgQBAAAALnkIAAAAMgqAAW4DAQAAADB5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlPp0gAH+dKUPZrMEAAAALQEBAAQAAADwAQAACAAAADIK4AE1AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0ARAKfDDiMwAY8RgA2JT6dIAB/nSlD2azBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABPAIBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdDoRCtwQ4jMAGPEYANiU+nSAAf50pQ9mswQAAAAtAQEABAAAAPABAAAIAAAAMgqAARwAAQAAAGF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0As6UPZrMAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)and ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEwAEDCQAAAADSWwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf505BBm3wQAAAAtAQAACAAAADIKYAFKAgIAAAAyMBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB03gsKR/D4NQAY8RgA2JT6dIAB/nTkEGbfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABEgEBAAAAPTAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf505BBm3wQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAHQwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A3+QQZt8AAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)for RT-GSOM, whereas GSOM performs better at ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFQAIACQAAAADRWQEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU+nSAAf50SAtmyAQAAAAtAQAACAAAADIKgAGOBAEAAAA0eQgAAAAyCoABLgQBAAAALnkIAAAAMgqAAW4DAQAAADB5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlPp0gAH+dEgLZsgEAAAALQEBAAQAAADwAQAACAAAADIK4AE1AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB00w8KjLB5MwDA8BgA2JT6dIAB/nRIC2bIBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABPAIBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdPcBCixQfDMAwPAYANiU+nSAAf50SAtmyAQAAAAtAQEABAAAAPABAAAIAAAAMgqAARwAAQAAAGF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AyEgLZsgAAAoAOACKAQAAAAAAAAAA2PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)and![](data:image/x-wmf;base64,183GmgAAAAAAAAAEwAEDCQAAAADSWwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50exFmhwQAAAAtAQAACAAAADIKYAE+AgIAAAAzNRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0Fg8KhDDiMwAY8RgA2JT6dIAB/nR7EWaHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABEgEBAAAAPTUcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50exFmhwQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAHQ1CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ah3sRZocAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), RSOM works better at ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFQAIACQAAAADRWQEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50pQ9mswQAAAAtAQAACAAAADIKgAGOBAEAAAA1eQgAAAAyCoABLgQBAAAALnkIAAAAMgqAAW4DAQAAADB5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlPp0gAH+dKUPZrMEAAAALQEBAAQAAADwAQAACAAAADIK4AE1AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0ARAKfDDiMwAY8RgA2JT6dIAB/nSlD2azBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABPAIBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdDoRCtwQ4jMAGPEYANiU+nSAAf50pQ9mswQAAAAtAQEABAAAAPABAAAIAAAAMgqAARwAAQAAAGF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0As6UPZrMAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) and ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEwAEDCQAAAADSWwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU+nSAAf50PRFm5AQAAAAtAQAACAAAADIKYAE+AgIAAAA1MBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0ehAKZ/gfNADA8BgA2JT6dIAB/nQ9EWbkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABEgEBAAAAPTAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiU+nSAAf50PRFm5AQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAHQwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A5D0RZuQAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)and SOM gives good result at ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFQAIACQAAAADRWQEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50pQ9mswQAAAAtAQAACAAAADIKgAGOBAEAAAA1eQgAAAAyCoABLgQBAAAALnkIAAAAMgqAAW4DAQAAADB5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlPp0gAH+dKUPZrMEAAAALQEBAAQAAADwAQAACAAAADIK4AE1AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0ARAKfDDiMwAY8RgA2JT6dIAB/nSlD2azBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABPAIBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdDoRCtwQ4jMAGPEYANiU+nSAAf50pQ9mswQAAAAtAQEABAAAAPABAAAIAAAAMgqAARwAAQAAAGF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0As6UPZrMAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)and ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEwAECCQAAAAATWwEACQAAA/YAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU+nSAAf50BBFm7AQAAAAtAQAACQAAADIKYAFKAgMAAAAyMDBlHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHTiEAo/GCA0ABjxGADYlPp0gAH+dAQRZuwEAAAALQEBAAQAAADwAQAACAAAADIKYAESAQEAAAA9MBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JT6dIAB/nQEEWbsBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABLgABAAAAdDAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDsBBFm7AAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Therefore, further operations are done based on these parameters.

For choosing the number of best clusters (*c*), we varied *c* from 2 to ![](data:image/x-wmf;base64,183GmgAAAAAAAOACQAIBCQAAAACwXgEACQAAA+EAAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+gAgAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJoAUgABQAAABMCTAF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlQBeQAFAAAAEwLWAcAABAAAAC0BAAAFAAAAFALWAcgABQAAABMCUgAmAQUAAAAUAlIAJgEFAAAAEwJSAIoCHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEt1gAFPdf8OZpcEAAAALQECAAgAAAAyCsABUAEBAAAATnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA/w5mlwAACgA4AIoBAAAAAP////8w8xgABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)[9] in steps of 1, where *N* is the total number of instances in *U*. for each value of c, we repeated the aforementioned procedure for different values of ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU915g9mMQQAAAAtAQAACAAAADIK4AEvAQEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1VxIKwWjxZgAY8RgA2JRLdYABT3XmD2YxBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAx5g9mMQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)and t, and top four results (for four different c values), including the values of ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUS3WAAU915g9mMQQAAAAtAQAACAAAADIK4AEvAQEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1VxIKwWjxZgAY8RgA2JRLdYABT3XmD2YxBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAx5g9mMQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)and *t* for all the datasets, in terms of Silhouette index, DB index and Quantization error, are shown in Table 3 - 5. RT-GSOM performs better compare to GSOM, RSOM and SOM in terms of performance metric. It can be concluded that Silhouette index, DB index and Quantization error all these data sets confirm *c* value equal to the number of clusters truly present in the data.

1. Visualization of output clusters for RT-GSOM, GSOM, RSOM and SOM

Fig 2shows the 2-D plot for all the samples normalized within [0, 1], demonstrate the actual classes in the dataset, namely ‘Ballons’. Fig 3a-3d show the corresponding output classes of RT-GSOM, GSOM, RSOM and SOM.
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Fig 2: 2D plot of samples in Ballons

It is clear from Fig 2 that the boundary of the classes is overlap with each other. This overlapping information is used to extract rough tolerance set in RT-GSOM, which result is shown in Fig 3d, where exactly same clusters are obtained and the winner neurons for each class are represented as![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAIBCQAAAACwWgEACQAAAwYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd9gNClrgCFwAwPAYANiUHneAASJ3Ug1mkgQAAAAtAQAACAAAADIKYAEvBQEAAADEeQgAAAAyCmABewEBAAAAt3kIAAAAMgpgASgAAQAAACp5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlB53gAEid1INZpIEAAAALQEBAAQAAADwAQAACQAAADIKYAF6AgMAAABhbmRlHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlB53gAEid1INZpIEAAAALQEAAAQAAADwAQEACAAAADIKYAHWAAEAAAAsbgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAJJSDWaSAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA). Fig 3b and 3c, also show the actual cluster pattern for RSOM and GSOM. In Fig 3a, using SOM, overlapping patterns are not exactly same as in Fig 2. Moreover, the distance between the winner nodes in RT-GSOM is greater than GSOM, RSOM and SOM. As mentioned earlier, incorporation of the lower and upper approximation of rough set theory helps in determining the exact shape of the decision classes in the input feature space. Then, a tolerance value is applied on the resulted boundary region to extract actual boundary instances that is further used as an input to the RT-GSOM. Here, we consider tolerance value for choosing sensitive overlapping instances to handle the uncertainty arising in the overlapping region. In addition, GSOM grows in the competitive layer from 4 nodes, thereby reducing the competitive feature space. Aforementioned reasons make RT-GSOM superior to GSOM, RSOM and SOM.

1. Comparison of RT-GSOM with the state-of-the-art clustering algorithms for different dataset
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Table 2: Informative knowledge from raw data

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dataset name | # Instances | # Lower Approximation | # Rough Tolerance | # Useful instances for RT-GSOM |
| Balance Scale | 625 | 225 | 47 | 272 |
| Ballons | 76 | 45 | 15 | 60 |
| Breast cancer | 286 | 80 | 69 | 149 |
| Connec | 518 | 112 | 249 | 361 |
| Hay | 132 | 40 | 63 | 103 |
| Monk | 554 | 50 | 160 | 210 |
| Nursery | 585 | 238 | 121 | 359 |
| Thiroid | 334 | 75 | 93 | 168 |
| Tumar | 339 | 41 | 98 | 139 |
| Voting Records | 428 | 107 | 111 | 218 |
| Ecoli | 336 | 336 | 0 | 336 |
| Glass | 214 | 214 | 0 | 214 |
| Image | 210 | 210 | 0 | 210 |
| Iris | 150 | 150 | 0 | 150 |
| Seeds | 210 | 210 | 0 | 210 |

Table 2 shows the result of rough tolerance boundary set. It is the knowledge reduction from raw data. This knowledge is further used for RT-GSOM. Whereas, lower approximation is used for RSOM and raw data is used for both SOM and GSOM.

Table 3: Comparison of clustering algorithms in terms of DB and SI index for c = 2, parameters used are mentioned in the table:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Data | Methods | DB Index | SI Index | Parameters |
| Ballons | SOM | 1.954027 | 0.192188 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |
| RSOM | 1.947744 | 0.191063 |
| GSOM | 0.931438 | 0.362952 |
| RT-GSOM | **0.765998** | **0.429071** |
| Breast cancer | SOM | 2.814005 | 0.107609 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |
| RSOM | 2.749144 | 0.111721 |
| GSOM | 0.545899 | 0.564122 |
| RT-GSOM | **0.175655** | **0.655997** |
| Monk | SOM | 2.72 | 0.045312 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |
| RSOM | 2.515 | 0.129059 |
| GSOM | 0.84 | 0.544446 |
| RT-GSOM | **0.592** | **0.701216** |
| Voting records | SOM | 4.367975 | 0.0487 |  |
| RSOM | 3.903219 | 0.056439 |
| GSOM | 0.677231 | 0.552567 |
| RT-GSOM | **0.610899** | **0.577027** |
| Tumar | SOM | 4.24413 | 0.051349 |  |
| RSOM | 0.719274 | |  |  |  |  |  | | --- | --- | --- | --- | --- | | 0.33171 |  |  |  |  | |
| GSOM | 0.940206 | 0.419779 |
| RT-GSOM | **0.344823** | **0.7665** |

Table 3 shows the result for 5 datasets having two decision classes. The results indicate that RT-GSOM is better than other state-of-the-art clustering approach in terms of DB-Index and Silhouette Index for all datasets. Table 4: Comparison of clustering algorithms in terms of DB and SI index for c = 3, parameters used are mentioned in the table:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Data | Methods | DB Index | SI Index | Parameters |
| Balance scale | SOM | 1.32173 | 0.01247 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |  |  |  |  | |
| RSOM | 1.12 | 0.242251 |
| GSOM | 0.913527 | 0.406363 |
| RT-GSOM | **0.774988** | **0.457052** |
| Connec | SOM | 2.537137 | 0.072379 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |  |  |  |  | |
| RSOM | 2.418137 | 0.09923 |
| GSOM | 0.830542 | 0.419319 |
| RT-GSOM | **0.561752** | **0.639903** |
| Hay | SOM | 1.866528 | 0.177012 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |  |  |  |  | |
| RSOM | 1.684054 | 0.158655 |
| GSOM | 0.826541 | 0.446068 |
| RT-GSOM | **0.576741** | **0.602581** |
| Nursery | SOM | 2.671912 | 0.00502 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |
| RSOM | 2.454891 | 0.098095 |
| GSOM | 0.766018 | 0.465389 |
| RT-GSOM | **0.405764** | **0.564505** |
| Thiroid | SOM | 2.499824 | 0.094982 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |
| RSOM | 2.494507 | 0.095026 |
| GSOM | 0.838463 | 0.507481 |
| RT-GSOM | **0.811663** | **0.521382** |
| Iris | SOM | 0.93021 | **0.872037** | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  | |
| RSOM | 0.93021 | **0.872037** |
| GSOM | **0.520395** | 0.532515 |
| RT-GSOM | **0.520395** | 0.532515 |
| Seeds | SOM | 2.468457 | 0.148255 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  | |
| RSOM | 2.468457 | 0.148255 |
| GSOM | **0.565209** | **0.534168** |
| RT-GSOM | **0.565209** | **0.534168** |

Table 4 shows the result for 7 datasets having three decision classes. The results reveal that RT-GSOM is superior to the state-of-the-art based on all the evaluation measures, except for iris and seeds. In iris, SOM and RSOM are superior to GSOM and RT-GSOM. In seeds, GSOM and RT-GSOM are superior to SOM and RSOM. RT-GSOM and RSOM both are working as same as with the GSOM and SOM clustering for two dataset namely, iris and seeds. The reason is that there is no overlapping boundary in indecision class in these two datasets. The same result also shown in Table 5.

Table 5: Comparison of clustering algorithms in terms of DB and SI index for c = 7 and 8, parameters used are mentioned in the table:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Data | Cluster number (c) | Methods | DB Index | SI Index | Parameters |
| Glass | 7 | SOM | 1.963992 | 0.094221 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |  |  |  |  | |
| RSOM | 1.963992 | 0.094221 |
| GSOM | **0.645986** | **0.709781** |
| RT-GSOM | **0.645986** | **0.709781** |
| Image | 7 | SOM | 3.443113 | 0.034346 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |  |  |  |  | |
| RSOM | 2.464308 | 0.055129 |
| GSOM | 0.705428 | 0.42188 |
| RT-GSOM | **0.626466** | **0.485367** |
| Ecoli | 8 | SOM | 1.488071 | 0.150952 | |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |  |  |  |  | |
| RSOM | 1.488071 | 0.150952 |
| GSOM | **0.862087** | **0.365143** |
| RT-GSOM | **0.862087** | **0.365143** |

The results in Table 5 for one data set with seven decision classes show that RT-GSOM outperforms the remaining state-of-the-art in terms of cluster evaluation measures. The datasets other than the dataset, namely Image, RT-GSOM acts as a conventional GSOM.

1. Comparison of RT-GSOM with other clustering algorithm in terms of number of clusters iterations

We compute the number of iterations at which error does not change much. The comparative result for only one dataset, namely Ballons is presented in Table 6.

Table 6: Comparison of clustering algorithms for dataset, namely ‘Ballons’ in terms of Quantization error

|  |  |  |  |
| --- | --- | --- | --- |
| **Dataset** | **Number of cluster** | **Method** | **Quantization error** |
| Ballons | 2 | SOM | 0.1 |
| RSOM | 0.07 |
| GSOM | 0.034 |
| RT-GSOM | 0.014 |

The following conclusion can be made from the obtained result, are given below:

* Better cluster quality

As seen from tables3-5 RT-GSOM has lower DB index, thus implying lower intra-cluster distance and higher inter-cluster distance in the clustered space compared to the GSOM, RSOM and SOM. Moreover, in table 6, RT-GSOM has lower ![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUHneAASJ3vA5mGQQAAAAtAQAACAAAADIK4AFIAQEAAABFeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQed4ABIne8DmYZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAZvA5mGQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)than other state-of-the-art implies less difference between the reference vectors and the input vectors of the nodes in the competitive layer. RT-GSOM also has higher Silouhette index compared to other conventional state-of-the-art clustering algorithms, indicating more homogeneity within its clustered regions. Fig 3-4 show the comparison of clustering results of RT-GSOM, GSOM, RSOM and SOM for different clusters in terms of DB index and SI index. Both figure shows that RT-GSOM outperforms over the state-of-the-art GSOM, RSOM and SOM except for the four datasets. This is happening as there is no overlapping decision classes are occurred. Therefore RT-GSOM acts as a conventional GSOM.

Fig3: Comparison of clustering results of RT-GSOM, GSOM, RSOM and SOM in terms of DB index
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Fig. 4: Comparison of clustering results of RT-GSOM, GSOM, RSOM and SOM in terms of SI index
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* Quantization error minimization

The quantization error (qE) measures how fast the weight vectors of the winning nodes in the competitive layer are aligning themselves with the input vectors presented during training. The higher the quantization error (qE) more is the difference between the reference vectors and input vectors of the nodes in the competitive layer. Hence, quantization error (qE) should be less. It is observed that in case of RT-GSOM the quantization error (qE) is less compared to SOM, RSOM and GSOM .Fig 5 shows the comparison of quantization errors with number of clusters for all the used dataset for the proposed algorithm.

Fig 5: Comparison of clustering results of RT-GSOM, GSOM, RSOM and SOM in terms of Quantization error (qE).

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |
|  |  |  |

From Fig. 5, it is clear that quantization error for all the datasets is very low for our proposed RT-GSOM.

* Compact representation of data

It is also seen from the experiment that in the case of RT-GSOM and RSOM fewer nodes in the competitive layer dominates other i.e. they win for most of the time for training data. Whereas, in conventional GSOM and SOM this number is higher. This is quantified by the frequency of winning of the top *k* nodes. It is observed that frequency of occurring of winning node is much higher in RT-GSOM and RSOM compared to the GSOM and SOM. In other words, RT-GSOM and RSOM achieve a more compact representation of the input feature.

**4.4.2. Computation complexity**

The computation complexity of RT-GSOM involving i) rough lower approximation, ii) sensitive rough set, iii) tolerance-based rough set and iv) GSOM network topology is as follows:

1. Complexity for rough lower approximation

The cost of computation in finding rough lower approximation is expressed as:
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1. Complexity for sensitive rough set

The computation time for sensitive rough set is expressed as:

![](data:image/x-wmf;base64,183GmgAAAAAAAAANQAQBCQAAAABQVwEACQAAAwUCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQADRIAAAAmBg8AGgD/////AAAQAAAAwP///7H////ADAAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUHneAASJ3iw9mugQAAAAtAQAACAAAADIKgAJHDAEAAAApeQgAAAAyCoACxwoCAAAAMzAIAAAAMgqAAkkKAQAAACgwCAAAADIKgAJ6CQEAAAApMAgAAAAyCoACcAMBAAAAMTAIAAAAMgqAAhADAQAAACgwHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlB53gAEid4sPZroEAAAALQEBAAQAAADwAQAACAAAADIK7wNLAQEAAAAxMBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQed4ABIneLD2a6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAC0ggBAAAAazAIAAAAMgrUAegFAQAAAGIwCAAAADIK4ALZBQEAAABrMAgAAAAyCvoAsQABAAAASzAIAAAAMgrvA2EAAQAAAGswHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlB53gAEid4sPZroEAAAALQEBAAQAAADwAQAACAAAADIKgAK5BwEAAABtMAgAAAAyCoACFAUBAAAAbjAIAAAAMgqAAvABAQAAAE8wHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHeiDApekHovABjxGADYlB53gAEid4sPZroEAAAALQEAAAQAAADwAQEACAAAADIKgAKxBgEAAAC0MAgAAAAyCoACTgQBAAAAKzAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAd9MKCuPoEDIAGPEYANiUHneAASJ3iw9mugQAAAAtAQEABAAAAPABAAAIAAAAMgrZAjcAAQAAAOUwHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHeiDApfkHovABjxGADYlB53gAEid4sPZroEAAAALQEAAAQAAADwAQEACAAAADIK7wPfAAEAAAA9MAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtALqLD2a6AAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Where![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUHneAASJ3hA9mFAQAAAAtAQAACAAAADIK9AAOAQEAAABieQgAAAAyCgAC/wABAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUHneAASJ3hA9mFAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAToAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AFIQPZhQAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)are the total instances in the ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUHneAASJ3Ww9mrQQAAAAtAQAACAAAADIKYAFKAgIAAAB0aAgAAAAyCmABOgABAAAAa2gcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdzIKCtxg6FgAGPEYANiUHneAASJ3Ww9mrQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUIBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ArVsPZq0AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)decision class in rough set; i.e. ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEYAIBCQAAAADQWAEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUHneAASJ3rw9mJQQAAAAtAQAACAAAADIKAALdAwEAAABreQgAAAAyCvQADgEBAAAAYnkIAAAAMgoAAv8AAQAAAGt5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlB53gAEid68PZiUEAAAALQEBAAQAAADwAQAACAAAADIKoAEYAwEAAABueQgAAAAyCqABOgABAAAAbnkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd78OComg4V8AwPAYANiUHneAASJ3rw9mJQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAbMBAgAAAOHhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AJa8PZiUAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)and ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUHneAASJ38AhmzAQAAAAtAQAACAAAADIK4AFTAQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQed4ABInfwCGbMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDM8AhmzAAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)are the total instances in ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUHneAASJ3Ww9mrQQAAAAtAQAACAAAADIKYAFKAgIAAAB0aAgAAAAyCmABOgABAAAAa2gcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdzIKCtxg6FgAGPEYANiUHneAASJ3Ww9mrQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUIBAQAAAC1oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ArVsPZq0AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)decision class in borderline set: i.e. ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHQAIACQAAAACxWwEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUHneAASJ3MQ9mGwQAAAAtAQAACAAAADIKgAEpBwEAAAApeQgAAAAyCoABDwMBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUHneAASJ3MQ9mGwQAAAAtAQEABAAAAPABAAAIAAAAMgqAATMGAQAAAFB5CAAAADIKgAGrAwEAAABOeQgAAAAyCoABOgABAAAAbXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUHneAASJ3MQ9mGwQAAAAtAQAABAAAAPABAQAIAAAAMgrgAVMBAQAAAGt5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHe6CgpPGEBcAMDwGADYlB53gAEidzEPZhsEAAAALQEBAAQAAADwAQAACAAAADIKgAETBQEAAAAteQgAAAAyCoAB+wECAAAA4eEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAbMQ9mGwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

1. Complexity for tolerance-based rough set

The computation complexity for tolerance-based rough set is expressed as:

![](data:image/x-wmf;base64,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)
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Table 7 shows the comparison of CPU time for all the clustering algorithms. It is seen from this table GSOM is superior to others in terms of CPU time.

Table 7: Comparison of clustering algorithm with CPU time

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Data | Methods | CPU Time in seconds | Dataset name | Method | CPU Time in seconds |
| Ballons | SOM | 10.95 | Balance scale | SOM | 2652.99 |
| RSOM | **1.19** | RSOM | 301.7 |
| GSOM | 1.59 | GSOM | 7.509 |
| RT-GSOM | 5.56 | RT-GSOM | 442.44 |
| Breast cancer | SOM | 641.48 | Connec | SOM | 2933.67 |
| RSOM | 69.32 | RSOM | 142.63 |
| GSOM | **6.36** | GSOM | 7.506 |
| RT-GSOM | 113.12 | RT-GSOM | 461.7 |
| Monk | SOM | 2116.2 | Hay | SOM |  |
| RSOM | 25.97 | RSOM |  |
| GSOM | 7.48 | GSOM |  |
| RT-GSOM | 567.2 | RT-GSOM | 17.73 |
| Voting records | SOM | 793.089 | Nursery | SOM | 3013.48 |
| RSOM | 15.32 | RSOM | 135.47 |
| GSOM | 13.58 | GSOM | 13.06 |
| RT-GSOM | 161.38 | RT-GSOM | 101.2 |
| Tumar | SOM | 1659.41 | Thiroid | SOM |  |
| RSOM | 112.25 | RSOM |  |
| GSOM | 8.89 | GSOM |  |
| RT-GSOM | 337.9 | RT-GSOM |  |
| Iris | SOM |  | Image | SOM |  |
| RSOM |  | RSOM |  |
| GSOM |  | GSOM |  |
| RT-GSOM |  | RT-GSOM |  |
| Seeds | SOM |  | Ecoli | SOM |  |
| RSOM |  | RSOM |  |
| GSOM |  | GSOM |  |
| RT-GSOM |  | RT-GSOM |  |

**4.4.3. Statistical analysis of the proposed algorithm compared to the state-of-the-art clustering approach**

In statistical analysis, two test procedures are performed i.e. parametric and non-parametric. In this study, we choose non-parametric procedure as the tested data sets do not satisfy the normality condition. Moreover, some instances in datasets are definite outliers or not measured appropriately due to uncertainty in datasets. Therefore, we perform statistical tests like Kolmogorov-Smirnov test, D’ Agostino-Pearon test and Shapiro-Wilk test to check if the data are normally distributed or not.

………………………………………………………………………………….

# 5. Conclusions

A new RT-GSOM is developed by integrating rough lower approximation set and tolerance-based rough set with GSOM to capture the uncertainty and underlying decision classes in the data. Rough lower approximation is done based on Pawlak’s Rough Set Theory, whereas tolerance-based rough set is obtained by using similarity relation within overlapping equivalence relation, which deal with the vagueness in the decision class information. The new RT in GSOM solves two problems i) uncertainty in data and ii) prior specification of an output space lattice to achieve an optimal preservation of knowledge-based neurons in the state-of-the-art clustering approaches.

The superiority of RT-GSOM as compared with GSOM, RSOM and SOM is demonstrated in twelve datasets in terms of Silhouette Index, DB index, Quantization error, and CPU time. Intuitively, for handling data with overlapping patterns, RT-GSOM performs better than state-of-the-art. GSOM and RSOM perform better than conventional SOM. Moreover, the RT in RT-GSOM preserve the relative information among structures using rough lower approximation, tolerance similarity and then transfer it to decision classes, which is missing in other RSOM and tolerance rough set. The instances selected in RT-GSOM are more relevant than those of the other unsupervised state-of-the-art in terms of feature evaluation index and clustering performance metric in most of the cases. The proposed RT-GSOM provides statistically more significant results than other state-of-the-art clustering approaches.

**Future Scope:**

The main weakness of GSOM is, here winning node can spread in only four directions in its neighborhood in competitive layer. Therefore, some information about closest node of the winning node can be neglected. This problem may be overcome by considering all eight neighborhood direction of any winning node to move. Thus all the information related closest node is preserved here.

………………………………………..
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